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1. Motivation

• Data labelling is hard and expensive for
segmentation. We could easily obtain the 
images of the city by taking photos, but it is 
hard to label each pixel carefully, such as 
the pole.

• Self-training expands the labeled set 
through pseudo labelling, but it is not end-
to-end. Consistency learning encourages 
the network to learn a compact feature 
embedding. Why not combine these two
types of methods?

2. Contributions

• We present a simple but effective semi-
supervised semantic segmentation
approach. Different from previous methods
that have complicated and carefully-
designed modules, our CPS is model
agnostic and simply imposes the
consistency between two networks.

• We propose that the cross pseudo
supervision (CPS) with the one-hot label is
curial for the semantic segmentation task.

• Our model outperforms state-of-the-arts
on two public benchmarks Cityscapes and
VOC.

3. Methodology 

4. Experimental Results

Compare different loss functions: CPS & CPC

(a) our approach cross pseudo supervision (CPS), (b) cross confidence consistency (CPC)

(c) mean teacher, (d) PseudoSeg

‘-->’ means forward operation and ’//' means stop gradients.

• Comparison with supervised
baseline with ResNet-50

• Comparison with supervised
baseline with ResNet-101

• Improvements over strong
baselines on Cityscapes val set

Comparison with SOTA on PASCAL VOC under different partition protocols

Comparison with SOTA on Cityscapes under different partition protocols

Comparison with self-training on City Different weights for CPS on VOC


